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ELECTRONIC APPARATUS
CROSS REFERENCE TO RELATED
APPLICATION

[0001] Thedisclosures of Japanese Patent Application Nos.
2015-24024 and 2015-24034, filed on Feb. 10, 2015, are
incorporated herein by reference.

FIELD

[0002] The technique disclosed here relates to a hand-held
electronic apparatus capable of performing predetermined
information processing.

BACKGROUND AND SUMMARY

[0003] Hitherto, there is a portable game apparatus includ-
ing a display and a camera provided behind the display. In
such a conventional game apparatus, a captured image can be

obtained by the camera, and an image based on a result of

analysis of the obtained image can be displayed on the dis-
play.

[0004] However, in the above conventional apparatus, an
image captured in a back surface direction of the display by
using the camera is displayed on the display, and thus there is
room for improvement in that a captured image from a camera
which captures an image in another direction is displayed so
as to be easily viewable by a user.

[0005] Therefore, an object of the exemplary embodiments
is to provide an electronic apparatus capable of displaying an
image from a camera, which captures an image in a predeter-
mined direction, such that the image is easily viewable by a
user.

[0006] Intheexemplary embodiments, in order to attain the
object described above, the following configuration examples
are exemplified.

[0007] A system according to an embodiment includes a
camera, an acquiring section, a display controller, and a pro-
cessor. The camera captures an image in a side surface direc-
tion of the system. The acquiring section acquires an input
image captured by the camera. The display controller dis-
plays an image obtained by inclining a subject indicated by
the input image acquired by the acquiring section in a prede-
termined direction, on a display section. The processor per-
forms a predetermined application process on the basis of the
input image acquired by the acquiring section.

[0008] According to the above, when displaying, on the
display section, an image of the subject captured by the cam-
era which captures an image in the side surface direction, the
image of the subject can be displayed so as to be inclined in
the predetermined direction, so that, for example, a display
that is easily viewable by a user can be performed.

[0009] Inanother configuration, the display controller may
display an image obtained by obliquely viewing the input
image, on the display section.

[0010] According to the above, by displaying the image
obtained by obliquely viewing the captured input image, an
object present in the side surface direction of the system can
be displayed without an uncomfortable feeling, so that a
display that is easily viewable by a user can be performed.
[0011] Inanother configuration, the display controller may
display the image in such a form as to allow a user to recog-
nize relative positions of the camera and an object included in
an imaging range of the camera.
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[0012] According to the above, the image can be displayed
s0 as to allow the user to recognize the position of the object
present in the side surface direction of the system.

[0013] Inanother configuration, the display controller may
display the image in such a form as to allow a user to recog-
nize a position, in a depth direction, of an object included in
an imaging range of the camera.

[0014] According to the above, the image can be displayed
s0 as to allow the user to recognize the position, in the depth
direction, of the object present in the side surface direction of
the system.

[0015] Inanother configuration, the display controller may
display the image on the display section such that an image of
an object included in an imaging range of the camera, the
image of the object being displayed on the display section, is
viewable in a manner which is the same as that when a user
directly sees the object.

[0016] According to the above, the object displayed on the
display section is viewable in the same manner as that of the
object viewed from the user, and thus is easily viewable by the
user.

[0017] Inanother configuration, the display controller may
display a guide image which allows a user to recognize
whether an object included in an imaging range of the camera
is present at an appropriate position.

[0018] According to the above, by the guide image, the user
can be caused to recognize whether the object is present at an
appropriate position, and the user can be guided to an appro-
priate position.

[0019] Inanother configuration, the display controller may
further display, on the display section, a guide image indicat-
ing a predetermined region in an imaging range of'the camera.
[0020] According to the above, by displaying the guide
image, for example, an object present in the side surface
direction can be easily put within the imaging range of the
camera.

[0021] Inanother configuration, the display controller may
display, on the display section, an image obtained by inclining
the guide image and the input image in a predetermined
direction.

[0022] According to the above, since the input image and
the guide image are displayed so as to be inclined in the
predetermined direction, for example, a display that is easily
viewable by a user can be performed, and an object can also
be easily put within the imaging range of the camera.
[0023] Inanother configuration, the display section may be
provided to the system. The camera captures an image in a
side surface direction of the display section. The display
controller displays the image on a display screen of the dis-
play section and at an imaging direction side of the camera.
[0024] According to the above, the imaging direction of the
camera and the display position of the image on the display
screen of the display section can be caused to coincide with
each other. For example, when animage in a right side surface
direction of the display section is captured by the camera, the
image captured by the camera can be displayed on the display
screen of the display section and at the right side. Thus, for
example, it can be made easy for a user to recognize a posi-
tional relation of an object present in the side surface direc-
tion.

[0025] Inanother configuration, the display controller may
display the image obtained by inclining the subject indicated
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by the acquired input image in the predetermined direction, as
well as an image showing a result of the predetermined appli-
cation process.

[0026] According to the above, it can be made easy to cause
a user to recognize positional relations of the subject and the
camera and a result of the application process based on the
positional relations.

[0027] Inanother configuration, the display controller may
display, on the display section, an image obtained by abstract-
ing an object included in an imaging range of the camera.
[0028] According to the above, the object included in the
imaging range of the camera can be abstracted and displayed,
so that, for example, a display that is easily viewable by a user
can be performed.

[0029] Inanother configuration, the display controller may
display, on the display section, an image indicating a contour
of the object included in the imaging range of the camera.
[0030] Inanother configuration, the display controller may
display only a specific object among a plurality of objects
included in an imaging range of the camera, on the display
section.

[0031] According to the above, only the specific object can
be displayed, and a display can be prevented from being
difficult to view due to another object being displayed.
[0032] In another configuration, the system may further
include a detector configured to detect a hand of a user on the
basis of the input image. The processor performs the appli-
cation process on the basis of a result of the detection by the
detector.

[0033] According to the above, the hand of the user can be
detected, and the application process can be performed on the
basis of the result of the detection of the hand.

[0034] In another configuration, the detector may detect a
gesture made by the user.

[0035] According to the above, the gesture made by the
user can be detected, and, for example, the application pro-
cess can be performed on the basis of an input using the
gesture.

[0036] In another configuration, the system may further
include a determiner configured to determine whether at least
apart of an object included in the input image protrudes from
a predetermined region in an imaging range of the camera.
The display controller displays an image corresponding to a
result of the determination by the determiner, on the display
section.

[0037] According to the above, the user can be caused to
recognize whether a part of the object protrudes from the
predetermined region in the imaging range.

[0038] Inanother configuration, the display controller may

display or hide the image in accordance with a status of

execution of the predetermined application process per-
formed by the processor.

[0039] According to the above, the image can be displayed
or hidden in accordance with the status of execution of the
application or a selection made by a user, and, for example,
the image can be displayed only prior to start of the applica-
tion, or can be displayed only at the time of a tutorial.
[0040] Inanother configuration, the system may be a hand-
held electronic apparatus.

[0041] In another configuration, the camera may be an
infrared camera capable of receiving infrared light.

[0042] A second embodiment may be an electronic appa-
ratus including: an input device; a camera configured to cap-
ture animage in a side surface direction of the input device; an
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acquiring section configured to acquire an input image cap-
tured by the camera; a display controller configured to display
an image obtained by inclining a subject indicated by the
input image acquired by the acquiring section in a predeter-
mined direction, on a display section; and a processor con-
figured to perform a predetermined application process on the
basis of the input image acquired by the acquiring section.
The system may be composed of a plurality of devices or may
be composed of a single device.

[0043] A system according to a third embodiment includes
a camera, an acquiring section, an input image display sec-
tion, a setter, a region display section, a determiner, and a
display form controller. The acquiring section acquires an
input image captured by the camera. The input image display
section displays the input image acquired by the acquiring
section, on a display section. The setter sets a fixed region
which is smaller than an imaging range of the camera and
fixed to the imaging range. The region display section dis-
plays a region image indicating the fixed region, on the dis-
play section. The determiner determines whether at least a
part of an object included in the input image protrudes from
the fixed region. The display form controller controls a dis-
play form of an image to be displayed on the display section,
on the basis of a result of the determination by the determiner.
[0044] According to the above, for example, a user can be
caused to recognize whether the object protrudes from the
fixed region, and can be caused to recognize that the object
deviates from the imaging range of the camera.

[0045] Inanother configuration, the camera may capture an
image in a side surface direction of the system.

[0046] A system according to a fourth embodiment
includes a camera, an acquiring section, a detector, a proces-
sor, a condition determiner, and a warning section. The
acquiring section acquires an input image captured by the
camera. The detector detects a specific object included in the
input image acquired by the acquiring section. The processor
performs predetermined information processing if the spe-
cific object has been detected by the detector. The condition
determiner determines whether a predetermined condition is
satisfied, on the basis of the input image. The warning section
issues a warning if it is determined by the condition deter-
miner that the predetermined condition is satisfied when the
specific object has been detected by the detector. The proces-
sor performs the predetermined information processing on
the basis of the input image even if it is determined by the
condition determiner that the predetermined condition is sat-
isfied.

[0047] According to the above, for example, even when the
specific object has been detected, if it is determined on the
basis of the input image that the predetermined condition is
satisfied, a warning can be issued. For example, a warning can
be previously issued to a user before the predetermined infor-
mation processing based on the input image is no longer
performed.

[0048] In another configuration, the system may further
include a second warning section configured to issue a warn-
ing different from the warning by the warning section if the
specific object has not been detected by the detector.

[0049] In another configuration, the system may further
include a stop section configured to stop the predetermined
information processing by the processor if the specific object
has not been detected by the detector.

[0050] According to the present embodiment, when dis-
playing, on the display section, an image captured by the
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camera which captures an image in the side surface direction,
the image can be displayed so as to be inclined in the prede-
termined direction, and, for example, a display that is easily
viewable by the user can be performed.

[0051] Anelectronic apparatus according to a fifth embodi-
ment is a hand-held electronic apparatus including a camera,
an acquiring section, and a controller. The camera captures an
image in a side surface direction of the electronic apparatus.
The acquiring section acquires an input image captured by the

camera. The controller performs control of at least any one of

start, temporary stop, and restart of an application on the basis
of the input image acquired by the acquiring section.

[0052] According to the above, start, temporary stop, and
restart of the application can be controlled on the basis of the
image captured by the camera which captures an image in the
side surface direction.

[0053] In the fifth embodiment, the application may be an
interactive type application in which a process is performedin
accordance with an input performed by a user.

[0054] According to the above, start, temporary stop, and
restart of the interactive type application can be controlled.
[0055] In the fifth embodiment, the electronic apparatus
may further include an application controller configured to
control progress of the application being presently executed,
on the basis of the input image acquired by the acquiring
section.

[0056] According to the above, on the basis of the input
image captured by the camera, start, temporary stop, and
restart of the application can be controlled and progress of the
application can also be controlled, and an operation section
does not need to be switched for any of stop, temporary stop,
and restart of the application and for progress of the applica-
tion, so that user’s convenience can be improved.

[0057] In the fifth embodiment, the electronic apparatus
may further include a detector configured to detect an object
on the basis of the input image acquired by the acquiring
section. The controller performs the control of the application
on the basis of a result of the detection of the object by the
detector.

[0058] According to the above, the object can be detected
on the basis of the input image, and the control of the appli-
cation can be performed on the basis of the result of the
detection.

[0059] In the fifth embodiment, the detector may detect a
hand of a user.
[0060] According to the above, the hand of the user can be

detected on the basis of the input image, and the control of the
application can be performed on the basis of the result of the
detection of the hand.

[0061] In the fifth embodiment, the detector may detect a
gesture made by the hand of the user. The controller performs
the control of the application on the basis of the gesture
detected by the detector.

[0062] According to the above, start, temporary stop, and
restart of the application can be controlled through the ges-
ture.

[0063] Inthe fifth embodiment, the controller may start the
application if the object has been detected by the detector.
[0064] According to the above, the application can be
started if the object has been detected.

[0065] In the fifth embodiment, the controller may tempo-
rarily stop the application being presently executed, if the
object has not been detected by the detector.
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[0066] According to the above, the application being pres-
ently executed can be temporarily stopped if the object has
not been detected.

[0067] In the fifth embodiment, the controller may tempo-
rarily stop the application if a predetermined period has
elapsed from a time when the object is no longer detected by
the detector.

[0068] According to the above, the application can be tem-
porarily stopped if the predetermined period has elapsed from
the time when the object is no longer detected. Accordingly,
for example, the application can be controlled as intended by
the user.

[0069] In the fifth embodiment, after the application being
presently executed is temporarily stopped, if the object is
detected by the detector, the controller may restart the tem-
porarily stopped application.

[0070] According to the above, even when the application
is temporarily stopped without the object being detected, if
the object is detected, the application can be restarted.
[0071] In the fifth embodiment, the controller may start or
restart a second application different from the application
being presently executed, if the object has not been detected
by the detector.

[0072] According to the above, if the object has not been
detected, the second application different from the applica-
tion being presently executed can be started or restarted.
[0073] In the fifth embodiment, the controller may start or
restart the application that has been executed before the sec-
ond application is started, if the object has been detected by
the detector.

[0074] According to the above, if the object has been
detected after the application is started without the object
being detected, the application that has been executed before
the second application is started can be started or restarted.
[0075] In the fifth embodiment, the detector may detect
whether the electronic apparatus is held by the user, on the
basis of the input image, and the controller may start the
application if the detector detects that the electronic apparatus
is held by the user.

[0076] According to the above, the application can be
started if the electronic apparatus is held.

[0077] In the fifth embodiment, the electronic apparatus
may further include an application controller configured to
control progress of the application being presently executed,
on the basis of the result of the detection of the object by the
detector.

[0078] According to the above, progress of the application
can be controlled on the basis of the result of the detection of
the object.

[0079] In the fifth embodiment, the electronic apparatus
may further include a distance calculator configured to cal-
culate a distance between the object and the camera on the
basis of the input image. The controller performs the control
ofthe application on the basis of the distance calculated by the
distance calculator.

[0080] According to the above, the application can be con-
trolled on the basis of the distance to the object.

[0081] In the fifth embodiment, the electronic apparatus
may further include a speed calculator configured to calculate
a speed of the object on the basis of the input image. The
controller performs the control of the application on the basis
of the speed calculated by the speed calculator.

[0082] According to the above, the application can be con-
trolled on the basis of the speed of the object.
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[0083] In the fifth embodiment, the electronic apparatus
may further include a notifier configured to notify the user
that the application is temporarily stopped, when the appli-
cation is temporarily stopped by the controller.

[0084] According to the above, the user can be notified
when the application is temporarily stopped.

[0085] In the fifth embodiment, the electronic apparatus
may further include a selector configured to select any appli-
cation from among a plurality of applications in accordance
with an input performed by the user. The controller starts the
application already selected by the selector.

[0086] According to the above, any application can be
selected from among the plurality of applications and started.
[0087] Inthe fifth embodiment, the detector may include: a
first determiner configured to determine whether a first con-
dition regarding detection of the object is satisfied; and a
second determiner configured to determine whether a second
condition which is stricter than the first condition is satisfied.
[fthe first condition is satisfied, the controller performs a first
process regarding start or end of the application but does not

perform a second process subsequent to the first process. If

the second condition is satisfied, the controller performs the
first process and the second process in the application.
[0088] According to the above, the first process regarding
start or end of the application and the second process can be
performed on the basis of the first condition regarding detec-
tion of the object and the second condition which is stricter
than the first condition. For example, when starting the appli-
cation, if the first condition is satisfied and the second condi-
tion is not satisfied, the application is started, but a predeter-
mined process in the application is not started. If the second
condition is satisfied, the predetermined process in the appli-
cation is started. In addition, for example, when ending the
application, if the first condition is satisfied and the second
condition is not satisfied, the application is temporarily
stopped, but the application is not ended. If the second con-
dition is satisfied, the application is ended.

[0089] In the fifth embodiment, when the application is
temporarily stopped, the controller may receive an instruction
made by the user regarding whether to end the application,
and may end the application in accordance with the instruc-
tion made by the user.

[0090] According to the above, after the application is tem-
porarily stopped, the application can be ended in accordance
with the instruction made by the user.

[0091] In the fifth embodiment, when the application is
temporarily stopped, the controller may end the application in
accordance with elapse of a predetermined time.

[0092] According to the above, after the application is tem-
porarily stopped, the application can be ended in accordance
with the elapse of the predetermined time.

[0093] Inthe fifthembodiment, the camera may be an infra-
red camera.
[0094] In the fifth embodiment, the camera may be proved

at a side surface of the electronic apparatus.

[0095] An electronic apparatus according to a sixth
embodiment includes an acquiring section, an application
executor, and a controller. The acquiring section acquires an
input image captured by a camera. The application executor
executes an interactive type application which progresses on
the basis of an operation performed by a user. The controller
temporarily stops the application being presently executed,
on the basis of the input image acquired by the acquiring
section.
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[0096] According to the above, the application being pres-
ently executed can be temporarily stopped on the basis of the
input image captured by the camera.

[0097] An electronic apparatus according to a seventh
embodiment includes a camera configured to capture an
image in a side surface direction of the electronic apparatus,
an acquiring section, and an application activator. The acquir-
ing section acquires an input image captured by the camera.
The application activator activates an application on the basis
of the input image acquired by the acquiring section.

[0098] According to the above, the application can be acti-
vated on the basis of the input image captured by the camera.
[0099] According to the present embodiment, the applica-
tion can be controlled on the basis of the input image from the
camera.

[0100] These and other objects, features, aspects and
advantages of the exemplary embodiments will become more
apparent from the following detailed description when taken
in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0101] FIG. 1 is an example non-limiting front view of a
portable electronic apparatus 1 according to an exemplary
embodiment;

[0102] FIG. 2 is an example non-limiting right side view of
the portable electronic apparatus 1;

[0103] FIG. 3 is an example non-limiting rear view of the
portable electronic apparatus 1;

[0104] FIG. 4 is an example non-limiting block diagram
showing an example of the internal configuration of the por-
table electronic apparatus 1;

[0105] FIG. 5 is an example non-limiting diagram showing
an example of a use state of the portable electronic apparatus
1 when a user holds the portable electronic apparatus 1 with
both hands;

[0106] FIG. 6A is an example non-limiting diagram show-
ing a state where the user performs a gesture input by using
their right hand in a right side surface direction of the portable
electronic apparatus 1;

[0107] FIG. 6B is an example non-limiting diagram show-
ing a state where the user performs a gesture input by using
their right hand in the right side surface direction of the
portable electronic apparatus 1;

[0108] FIG. 7A is an example non-limiting diagram show-
ing an example of an image captured by an infrared camera 4
when the gesture input shown in FIG. 6A is performed;
[0109] FIG. 7B is an example non-limiting diagram show-
ing an example of an image captured by the infrared camera
4 when the gesture input shown in FIG. 6B is performed;
[0110] FIG. 8 is an example non-limiting diagram showing
an example of a guide indication in the embodiment;

[0111] FIG. 9 is an example non-limiting diagram showing
an example of an infrared image captured by the infrared
camera 4 in a state shown in FIG. 8;

[0112] FIG. 10 is an example non-limiting diagram show-
ing an example of an image after a contour rendering process
and a guide frame image rendering process are performed in
the case where an image shown in FI1G. 9 is obtained;
[0113] FIG. 11 is an example non-limiting diagram show-
ing a state where a user has moved their hand in the upward
direction (Y-axis direction) from the state shown in FIG. 8;
[0114] FIG. 12 is an example non-limiting diagram show-
ing a state where the user has moved their hand in the depth
direction (Z-axis direction) from the state shown in FIG. 8;
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[0115] FIG. 13 is an example non-limiting diagram show-
ing a composite image 41 obtained by combining a contour
image 21 and a guide frame image 22 in the state shown FIG.
11;

[0116] FIG. 14 is an example non-limiting diagram show-
ing the composite image 41 obtained by combining the con-
tourimage 21 and the guide frame image 22 in the state shown
FIG. 12;

[0117] FIG. 15 is an example non-limiting schematic dia-
gram showing an example of a process for performing a
perspective display;

[0118] FIG. 16 is an example non-limiting diagram show-

ing an example of a menu screen displayed on a display 2 of

the portable electronic apparatus 1;

[0119] FIG. 17 is an example non-limiting diagram show-
ing a state where an application B selected through the menu
screen has been activated;

[0120] FIG. 18 is an example non-limiting diagram show-
ing an example of a screen immediately after a game of the
activated application B is started;

[0121] FIG. 19 is an example non-limiting diagram show-
ing an example of screen transition while the game is
executed;

[0122] FIG. 20 is an example non-limiting diagram show-
ing an example of a gesture for displaying a menu screen in
another embodiment;

[0123] FIG. 21 is an example non-limiting flowchart show-
ing an example of a process for performing the guide indica-
tion;

[0124] FIG. 22 is an example non-limiting flowchart show-
ing an example of a process for displaying the menu screen;
and

[0125] FIG. 23 is an example non-limiting flowchart show-
ing an example of an application control process.

DETAILED DESCRIPTION OF NON-LIMITING
EXAMPLE EMBODIMENTS

[0126] Hereinafter, a portable electronic apparatus accord-
ing to an exemplary embodiment will be described. The por-
table electronic apparatus is a hand-held information process-
ing apparatus which can be held with hands and operated by
auser, and may be, for example, a game apparatus, or may be
any apparatus such as a mobile phone (smartphone, etc.), a
tablet terminal, a camera, a watch-type terminal, or the like.
FIG. 1 is a front view of a portable electronic apparatus 1
according to the present embodiment. FIG. 2 is a right side
view of the portable electronic apparatus 1. FIG. 3 is a rear
view of the portable electronic apparatus 1.

[0127] As shown in FIG. 1, the portable electronic appara-
tus 1 includes a display 2, a touch panel 3, an infrared camera
4, a distance measuring sensor 5, an input button 6 (6 A to 6D),
an irradiation section 7, and a projector 8, and these compo-
nents are housed in ahousing 10. The housing 10 (the portable
electronic apparatus 1) has a plate-like shape and has a size
small enough to be held with one hand or both hands of the
user.

[0128] As the display 2, for example, a liquid crystal dis-
play device, an organic EL display device, or the like is used.
In addition, any display device may be used. The screen of the
display 2 is provided so as to be exposed on a front surface (TS
surface) of the housing 10. The touch panel 3 is provided on
the screen of the display 2 and detects a position, on the
screen, which is touched by the user. As the touch panel 3, one
capable of detecting a single point or one capable of detecting

D
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multiple points is used, and any touch panel such as an elec-
trostatic capacitance type, a resistive film type, or the like may
be used.

[0129] The input buttons 6A to 6D accept an input (press-
ing) performed by the user. Each of the input buttons 6A to 6D
is provided at a position which a finger of the user reaches
when the user holds both ends of the portable electronic
apparatus 1. Specifically, each of the input buttons 6 A and 6C
is located at a position which a finger of the right hand of the
user reaches when the user holds the portable electronic appa-
ratus 1 with their right hand, the input button 6A is provided
at a position which the thumb of the right hand reaches, and
the input button 6C is provided at a position which the index
finger or the middle finger of the right hand reaches. In addi-
tion, each of the input buttons 6B and 6D is located at a
position which a finger of the left hand of the user reaches
when the user holds the portable electronic apparatus 1 with
their left hand, the input button 6B is located at a position
which the thumb of the left hand reaches, and the input button
6D is located at a position which the index finger or the middle
finger of the left hand reaches. As shown in FIG. 1, the input
buttons 6A and 6B are provided on the front surface (TS
surface) of the housing 10, and the input buttons 6C and 6D
are provided on an upper side surface (T4 surface) of the
housing 10. As an input section which accepts an input per-
formed by the user, a cross key, an analog stick, or the like for
a direction input may be provided in addition to the input
buttons 6A to 6D.

[0130] The infrared camera 4 includes a lens and a sensor
which senses light (infrared light, specifically, near-infrared
light). The sensor of the infrared camera 4 is an image sensor
in which elements that sense infrared light are arranged in
rows and columns, and each element of the image sensor
receives infrared light and converts the infrared light into an
electric signal, thereby outputting a two-dimensional infrared
image.

[0131] Light (e.g., infrared light) emitted from a light
source provided in the distance measuring sensor 5 is
reflected on an object. The distance measuring sensor 5 mea-
sures the distance to the object by its light receiving element
receiving the reflected light. As the distance measuring sensor
5, any type of sensor such as a triangulation type sensor or a
TOF (Time Of Flight) type sensor may be used. As the light
source of the distance measuring sensor 5, an LED, a laser
diode, or the like which emits infrared light in a specific
direction is used.

[0132] The irradiation section 7 emits infrared light at a
predetermined time interval (e.g., a Yo sec interval). The
irradiation section 7 emits infrared light in synchronization
with timing at which the infrared camera 4 captures an image.
The irradiation section 7 emits infrared light to a predeter-
mined range in a right side surface direction of the portable
electronic apparatus 1. The infrared light emitted by the irra-
diation section 7 is reflected on an object and, the reflected
infrared light is received by the infrared camera 4, whereby an
image of the infrared light is obtained. The irradiation section
7 may be used for capturing an infrared image by the infrared
camera 4 and measuring a distance by the distance measuring
sensor 5. That is, using the infrared light from the irradiation
section 7, an image may be captured by the infrared camera 4
and also a distance may be measured by the distance measur-
ing sensor 5.

[0133] The projector 8 includes a light source which emits
visible light, and projects a character, an image, or the like
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onto a projection surface (a screen, a hand of the user, etc.) by
using light from the light source.

[0134] The infrared camera 4, the distance measuring sen-
sor 5, the irradiation section 7, and the projector 8 are pro-
vided at a side surface (e.g., a right side surface: T1 surface)
of'the housing 10. Specifically, the imaging direction (optical
axis) of the infrared camera 4 is directed in a direction per-
pendicular to the right side surface. The detection direction of
the distance measuring sensor 5 and a direction in which the
projector 8 emits light are also similarly directions perpen-
dicular to the right side surface. That is, when the user holds
the portable electronic apparatus 1 with their left hand, the
infrared camera 4 captures an image of a space in the right
side surface direction of the portable electronic apparatus 1,
and the distance measuring sensor 5 measures the distance to
an object present in the space in the right side surface direc-
tion of the portable electronic apparatus 1. In addition, the
projector 8 projects an image or the like by emitting visible
light in the same direction as those of the infrared camera 4
and the distance measuring sensor 5.

[0135] An outer camera 9 is provided at a back surface (T6
surface) of the portable electronic apparatus 1 (FI1G. 3). The
outer camera 9 is typically capable of capturing an image in a
direction perpendicular to the imaging direction of the infra-
red camera 4, that is, in a direction perpendicular to the back
surface. The outer camera 9 includes a lens and an image
sensor which senses visible light. The outer camera 9 captures
an image of a space in a back surface direction as a color
image (RGB image). A camera may be provided at the front
surface in addition to the outer camera 9 at the back surface.
The outer camera 9 at the back surface may not be provided,
and a camera may be provided at the front surface (the surface
at which the screen of the display 2 is provided).

[0136] FIG.4isablock diagram showing an example of the
internal configuration of the portable electronic apparatus 1.
As shown in FIG. 4, in addition to each section described
above, the portable electronic apparatus 1 includes a vibrator
11, a microphone 12, a speaker 13, a control section 14, a
communication section 15, an attitude detection section 16, a
GPS receiver 17, and a geomagnetic sensor 18. In addition,
the portable electronic apparatus 1 includes a battery which is
not shown, and is supplied with power from the battery. These
respective sections are housed in the housing 10.

[0137] The control section 14 is connected to the respective
sections such as the display 2, the touch panel 3, the infrared
camera 4, the distance measuring sensor 5, the input button 6,
the irradiation section 7, the projector 8, the vibrator 11, the
microphone 12, the speaker 13, the communication section
15, the attitude detection section 16, the GPS receiver 17, and
the geomagnetic sensor 18, and controls the respective sec-
tions.

[0138] Specifically, the control section 14 includes a CPU,
amemory (RAM), and the like, and performs a predetermined
process on the basis of a predetermined program (e.g., appli-
cation programs for performing game processing, image pro-
cessing, and various calculations) stored in a storage unit
(e.g., a nonvolatile memory, a hard disk, etc.) which is pro-
vided in the portable electronic apparatus 1 and not shown.
For example, the control section 14 acquires an image from
the infrared camera 4 and analyzes the image; calculates the
distance to an object on the basis of a signal from the distance
measuring sensor 5; and performs a process corresponding to
an input signal from the touch panel 3 or the input button 6.
The control section 14 generates an image based on a result of
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apredetermined process, and outputs the image to the display
2. A program for performing the predetermined process may
be downloaded from the outside via the communication sec-
tion 15.

[0139] The vibrator 11 operates on the basis of an instruc-
tion from the control section 14, to vibrate the entire portable
electronic apparatus 1. The vibrator 11 is provided at a pre-
determined position (e.g., at a center portion within the hous-
ing 10 or a position shifted left or right therefrom) from which
vibration is easily transmitted to the hands of the user.

[0140] The microphone 12 and the speaker 13 are used for
inputting and outputting sound. The communication section
15 is used for performing communication with another appa-
ratus by a predetermined communication method (e.g., a
wireless LAN, etc.). The attitude detection section 16 is, for
example, an acceleration sensor or an angular velocity sensor,
and detects the attitude of the portable electronic apparatus 1.
[0141] The GPS receiver 17 receives a signal from a GPS
(Global Positioning System) satellite, and the portable elec-
tronic apparatus 1 can calculate the position of the portable
electronic apparatus 1 on the basis of the received signal. For
example, when a predetermined operation (e.g., a gesture
input using the infrared camera 4 described later, a button
input, or amotion of shaking the portable electronic apparatus
1) is performed at a specific position, the portable electronic
apparatus 1 may display an object associated with the specific
position. For example, in the case where a game is played with
the portable electronic apparatus 1, when the portable elec-
tronic apparatus 1 is present at a specific position, an object
associated with the specific position may be caused to appear
in the game.

[0142] The geomagnetic sensor 18 is a sensor capable of
detecting the direction and the magnitude of magnetism. For
example, the portable electronic apparatus 1 determines
whether the portable electronic apparatus 1 is directed in a
specific direction, on the basis of a detection result of the
geomagnetic sensor 18. When a predetermined operation (the
above-described gesture input, etc.) is performed in the spe-
cific direction, the portable electronic apparatus 1 may dis-
play an object. For example, when a game is played with the
portable electronic apparatus 1, an object corresponding to
the specific direction may be caused to appear in the game. In
addition, the portable electronic apparatus 1 may use a com-
bination of GPS information obtained by using the GPS
receiver 17 and direction information obtained by using the
geomagnetic sensor. For example, when the portable elec-
tronic apparatus 1 is present at a specific position and directed
in a specific direction, the portable electronic apparatus 1 may
display an object corresponding to the specific position and
the specific direction, or may cause the object to appear in a
game.

[0143] FIG. 5 is a diagram showing an example of a use
state of the portable electronic apparatus 1 when the user
holds the portable electronic apparatus 1 with both hands. As
shown in FI1G. 5, the user holds both left and right end portions
of the portable electronic apparatus 1. When the user holds
both left and right end portions, the user can press the input
button 6B with the thumb of their left hand, and can press the
input button 6 A with the thumb of their right hand. In addi-
tion, when the user holds both left and right end portions, the
user can move the index finger or the middle finger of their left
hand to press the input button 6D with the index finger or the
middle finger of their left hand, and can move the index finger



US 2016/0231807 Al

or the middle finger of their right hand to press the input
button 6C with the index finger or the middle finger of their
right hand.

[0144] Next, an input with respect to the portable electronic
apparatus 1 will be described. In the present embodiment, the
user can perform a gesture input with respect to the portable

electronic apparatus 1 by using their right hand in a state of

holding the portable electronic apparatus 1 with their left
hand.

[0145] FIGS. 6A and 6B are each a diagram showing a state
where the user performs a gesture input by using their right
hand in the right side surface direction of the portable elec-
tronic apparatus 1. FIG. 7A is a diagram showing an example
of an image captured by the infrared camera 4 when the
gesture input shown in FIG. 6A is performed. FIG. 7B is a
diagram showing an example of an image captured by the
infrared camera 4 when the gesture input shown in FIG. 6B is
performed.

[0146] As shown in FIGS. 6A and 6B, the user performs
various gesture inputs by using their right hand at a positionin
the right side surface direction of the portable electronic
apparatus 1. The portable electronic apparatus 1 captures an
infrared image by the infrared camera 4 provided at the right
side surface of the portable electronic apparatus 1, and ana-
lyzes the captured infrared image, thereby identifying a ges-
ture input performed by the user.

[0147] Specifically, when the image shown in FIG. 7A or
7B is acquired from the infrared camera 4, the portable elec-
tronic apparatus 1 detects a specific object (specifically, a
human hand) included in the acquired image, and identifies
the type of a gesture made by the user, on the basis of the
shape or the like of the specific object. For example, the
portable electronic apparatus 1 determines whether an object
having a predetermined shape is present in the acquired
image, through pattern matching or the like. For example,
when the image shown in FIG. 7A is acquired, the portable
electronic apparatus 1 can recognize “rock” on the basis of the
number of raised fingers. When the image shown in FIG. 7B
is acquired, the portable electronic apparatus 1 can recognize
“paper” on the basis of the number of raised fingers. Then, the
portable electronic apparatus 1 performs a process corre-
sponding to the type of the gesture as described later.

[0148]

Here, examples of gestures to be identified include

body gestures and hand gestures using a part or the entirety of

the body such as the hands and the face of the user, and the
portable electronic apparatus 1 may recognize, as a gesture
input, a state where a hand or the like remains still, or may
recognize, as a gesture input, a series of motions using a hand.
Inaddition, the portable electronic apparatus 1 may recognize
a gesture input performed in a state where the user holds an
object. In this case, the portable electronic apparatus 1 may
recognize, as a gesture input, a state where only the object
held by the user remains still or is moved, or may recognize,
as a gesture input, a state where both the hand of the user and
the object remain still or are moved.

[0149] When an infrared image captured by the infrared
camera 4 includes a plurality of objects, the portable elec-
tronic apparatus 1 may detect only a specific objectamong the

plurality of objects and may perform a process on the basis of
the detected object. For example, when an image of a hand of

the user is captured by using the infrared camera 4, the hand
and an object behind the hand may be included in the infrared
image. In this case, the portable electronic apparatus 1 may
recognize only the hand of the user. For example, the portable
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electronic apparatus 1 may take out only an image of an object
having the highest average brightness among a plurality of
objects included in an infrared image captured by the infrared
camera 4 and may analyze the image of the object, thereby
recognizing the hand of the user. In addition, the portable
electronic apparatus 1 may recognize only the hand of the
user on the basis of pattern matching or the like from images
of the plurality of objects included in the infrared image
captured by the infrared camera 4.

[0150] In the present embodiment, the user performs vari-
ous operations on the portable electronic apparatus 1 by mak-
ing gestures using their right hand in, for example, the right
side surface direction of the portable electronic apparatus 1.
First, the user needs to recognize whether the present state is
a state where an image of their right hand is properly captured
by the infrared camera 4, which is disposed at the right side
surface of the portable electronic apparatus 1, so that a gesture
input is possible. Thus, in the present embodiment, a guide
indication for causing the user to recognize a position where
a gesture input is possible (for guiding the hand of the user to
a position suitable for a gesture input) is performed. For
example, the guide indication is performed prior to execution
of an application described later.

[0151] (Guide Indication)

[0152] FIG. 8is adiagram showing an example of the guide
indication in the present embodiment. FIG. 8 shows an
example of the guide indication in the case where the right
hand of the user is present within the imaging range of the
infrared camera 4 and an image of the right hand of the user is
captured by the infrared camera 4 from the front of the infra-
red camera.

[0153] Asshownin FIG. 8, a contour image 21 and a guide
frame image 22 are displayed at the right side of the screen of
the display 2 as a guide indication for causing the user to
recognize a correct gesture input position. The contour image
21 is an image indicating the contour of an image of the hand
of the user included in an infrared image captured by the
infrared camera 4. The guide frame image 22 is an image for
causing the user to recognize the correct gesture input posi-
tion, and is an image indicating a range smaller than the
imaging range where an image is captured by the infrared
camera 4.

[0154] As shown in FIG. 8, for example, the rightward
direction (long side direction) of the portable electronic appa-
ratus 11is defined as an X axis, the upward direction (short side
direction) of the portable electronic apparatus 1 is defined as
a’Y axis, and the depth direction of the screen of the display 2
is defined as a Z axis. When a straight line extending from the
infrared camera 4 in the X axis direction hits substantially the
center of the palm of the right hand of the user and the right
hand of'the user is present at an appropriate position in the X
axis direction, an image of the entire right hand of the user is
captured by the infrared camera 4.

[0155] FIG. 9 is a diagram showing an example of an infra-
red image captured by the infrared camera 4 in a state shown
in FIG. 8. FIG. 10 is a diagram showing an example of an
image after a contour rendering process and a guide frame
image rendering process are performed in the case where the
image shown in FIG. 9 is obtained.

[0156] As shown in FIG. 9, an infrared image 40 captured
by the infrared camera 4 includes an image of the right hand
of the user. A composite image 41 shown in FIG. 10 is gen-
erated by performing the contour rendering process and the
guide frame image rendering process on the captured infrared
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image 40. Specifically, as shown in FIG. 10, after the infrared
image 40 is captured by the infrared camera 4, the portable
electronic apparatus 1 detects the contour of the right hand
included in the infrared image 40 by, for example, edge detec-
tion, and also deletes pixel information of the internal portion
other than the contour, thereby generating the contour image
21. In addition, the portable electronic apparatus 1 renders the
guide frame image 22 so as to superimpose the guide frame
image 22 on the generated contour image 21. Specifically, the
guide frame image 22 is an image that is fixed at the image
center of the infrared image 40 captured by the infrared cam-
era 4 and shows a quadrangular frame having a certain size.
[0157] The composite image 41 obtained by combining the
contour image 21 and the guide frame image 22 is displayed
on the display 2 so as to be inclined in a predetermined
direction. Specifically, as shown in FIG. 8, the portable elec-
tronic apparatus 1 makes the composite image 41 into per-
spective form, and displays the composite image made into
perspective form (an image obtained by obliquely viewing
the composite image 41) on the display 2. A specific example
of'a process of making the composite image 41 into perspec-
tive form will be described later.

[0158] Here, when the user moves their right hand from the
state shown in FIG. 8, the image displayed on the display 2
changes. FIG. 11 is a diagram showing a state where the user
has moved their hand in the upward direction (Y-axis direc-
tion) from the state shown in FIG. 8. FIG. 12 is a diagram
showing a state where the user has moved their hand in the
depth direction (Z-axis direction) of the screen from the state
shown in FIG. 8.

[0159]
the user is present above the center of the imaging range of the
infrared camera 4, an image in which a part of the contour
image 21 protrudes upward from the guide frame image 22 is
displayed on the display 2. In addition, as shown in FIG. 12,
when the center of the hand of the user is present at the left
side with respect to the center of the imaging range of the
infrared camera 4 (at the Z-axis direction side in FIG. 12), an
image in which a part of the contour image 21 protrudes
leftward from the guide frame image 22 is displayed on the
display 2. Here, as shown in FIGS. 11 and 12, the protruding
part of the contour image 21 from the guide frame image 22

is displayed in a display form different from that of a part of

the contour image 21 that fits into the guide frame image 22.
For example, the protruding part of the contour image 21 from
the guide frame image 22 is displayed in a different color or
by a thick line.

[0160] FIG. 13 is a diagram showing the composite image
41 obtained by combining the contour image 21 and the guide
frame image 22 in the state shown in FIG. 11. FIG. 14 is a
diagram showing the composite image 41 obtained by com-
bining the contour image 21 and the guide frame image 22 in
the state shown in FI1G. 12.

[0161] As shown in FIG. 13, when the hand of the user is

present above the center of the infrared image (the center of

the imaging range of the infrared camera 4), a part of the
contour of the hand of the user protrudes upward from the
guide frame image 22. In addition, as shown in FIG. 14, when
the hand of the user is present at the left side with respect to
the center of the infrared image, a part of the contour of the
hand of the user protrudes leftward from the guide frame
image 22. The protruding parts are displayed in a display form
(e.g., red) different from that of the other part that does not
protrude (e.g., black). After such composite images 41 are

As shown in FI1G. 11, when the center of the hand of
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generated, these images are made into perspective form and
displayed on the display 2 (the composite images 41 are
displayed in perspective form as shown in FIGS. 11 and 12).
[0162] Since the image made into perspective form (an
image obtained by obliquely viewing the composite image
41) is displayed as described above, it is easy for the user to
recognize a position in the depth direction, and the user can
sasily recognize whether their hand is within the imaging
range of the infrared camera 4. That is, the image made into
perspective form is such an image that is similar to that when
the user directly sees their hand, thus it is easy for the user to
recognize the depth direction, and the user can easily recog-
nize at which position in the depth direction their hand is
presently located.

[0163] Since the guide frame image 22 fixed to the imaging
range of the infrared camera 4 is displayed, the user easily
adjusts the position of their hand such that the hand is within
the guide frame image 22. In addition, since the protruding
part from the guide frame image 22 is displayed in a form
different from that of the part within the guide frame image
22, the user can easily recognize that their hand is outside the
guide frame image 22, and it is made easy for the user to
adjust the position of their hand.

[0164] The guide frame image 22 is smaller than the infra-
red image captured by the infrared camera 4. Thus, even when
the hand of the user protrudes from the guide frame image 22,
if the hand (fingers) of the user is included in the infrared
image captured by the infrared camera 4, the portable elec-
tronic apparatus 1 can recognize a gesture made by the user.
By displaying the guide frame image 22, it is possible to warn
the user against the user’s hand coming out of the imaging
range of the infrared camera 4, before it becomes impossible
to recognize a gesture made by the user.

[0165] In the present embodiment, an image in the right
side surface direction of the portable electronic apparatus 1 is
captured by the infrared camera 4 and displayed at the right
side of the screen of the display 2. That is, an image in a side
surface direction of the portable electronic apparatus 1 is
captured by the infrared camera 4 and displayed on the screen
of the display 2 and at the same side as the side surface
direction in which the image is captured by the infrared cam-
era 4. Thus, it is easy for the user to intuitively recognize the
position of their hand.

[0166] As described above, in the present embodiment, the
guide indication is performed (the contour image 21 and the
guide frame image 22 are displayed). Thus, the user can be
caused to recognize a correct gesture input position. That is,
by performing the guide indication as described above, the
user can be caused to recognize whether their hand is present
at an appropriate position.

[0167] Here, an example of a process for performing a
perspective display as shown in FIGS. 8, 11, and 12 will be
described.

[0168] FIG. 15 is a schematic diagram showing the
example of the process for performing the perspective dis-
play. As shown in FIG. 15, the contour image 21 and the guide
frame image 22 are located at predetermined positions in a
virtual space. For example, each point forming the contour
image 21 and each point forming the guide frame image 22
are plotted on a yz plane in the virtual space that is defined by
an x axis, a 'y axis, and a z axis. These respective points are
moved in parallel in the x-axis direction to form a contour
image 21' and a guide frame image 22'. Projection transfor-
mation of these moved respective points (the contour image
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21" and the guide frame image 22') is performed, whereby an
image made into perspective form is displayed on the display
2. Specifically, a virtual camera 50 is located on the yz plane,
the imaging direction of the virtual camera 50 (a cz-axis
direction) is set so as to be parallel to the z axis, and the
upward direction of the virtual camera 50 (a cy-axis direction)
is set so as to be parallel to the y axis. An image obtained by
capturing the contour image 21' and the guide frame image
22" with such a virtual camera 50 is displayed on the display
2.

[0169] The process for the perspective display is not limited
to the process shown in FIG. 15. For example, the composite
image 41 obtained by combining the contour image 21 and
the guide frame image 22 may be rotated about a vertical axis
(theY axis in FIG. 8) by a predetermined angle, and displayed
on the display 2, whereby an image obtained by making the
composite image 41 into perspective form may be displayed.
[0170] In the above-described embodiment, the contour
image 21 indicating the contour of the image of the hand
included in the infrared image captured by the infrared cam-
era 4 is displayed on the display 2. However, the contour may
not be displayed, and the infrared image captured by the
infrared camera 4 may be displayed on the display 2 in per-
spective form as it is. In addition, the infrared image captured
by the infrared camera 4 may not be displayed on the display
2 as it is, and may be abstracted and displayed on the display
2 in perspective form. The present disclosure is not limited to
displaying the contour of the hand as described above. For
example, by displaying a bone connecting characteristic
points of a captured image of the hand (line sections connect-
ing the characteristic points), the infrared image captured by
the infrared camera 4 may be abstracted and displayed, or the
infrared image may be abstracted by another method.
[0171] In the above-described embodiment, by displaying
the protruding part of the contour of the image of the hand
from the guide frame image 22 in a specific form different
from that of the other part, the user is notified that their hand
protrudes from the guide frame. In another embodiment,
when the hand of the user protrudes from the guide frame, the
user may be warned by displaying the entire image of the
hand (or the protruding part) in a specific form. Alternatively,
when the hand of the user protrudes from the guide frame
image 22, the user may be warned by displaying the guide
frame image 22 in a specific form different from an ordinary
form in addition to or instead of the image of the hand. Here,
the specific form is not limited to making the color different
from an ordinary color or changing the thickness of the line as
described above. For example, the display form may be made
different from the ordinary form by blinking. In addition,
when the hand of the user protrudes from the guide frame, the
user may be warned by another image, letters, a sound, vibra-
tion (vibration to the hand (left hand) holding the portable
electronic apparatus 1), or light emitted from the projector 8
(an LED lamp may be used), etc.

[0172] In the above-described embodiment, the infrared
image captured by the infrared camera 4 is made into per-
spective form and displayed on the display 2. However, in
another embodiment, the captured image (or an image
obtained by abstracting the captured image) may be displayed
without being made into perspective form. That is, the cap-
tured image may be displayed in any form as long as the
captured image is displayed in such a form as to allow the user
to recognize a relative position of their hand relative to the
portable electronic apparatus 1. For example, a range image
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indicating the imaging range where an image is captured by
the infrared camera 4 may be displayed on the display 2, and
an image indicating the position of the hand of the user is
displayed so as to be superimposed on the range image (or
without superimposing the image on the range image),
thereby indicating at which position in the imaging range the
hand of the user is present. For example, in order for the user
to easily recognize the position of their hand in the depth
direction, a range image indicating a position in the depth
direction may be displayed, and an image indicating the posi-
tion of the hand may be displayed so as to be superimposed on
the range image (or without superimposing the image on the
range image). Specifically, for example, from the infrared
image captured by the infrared camera 4, a predetermined
position (e.g., the center of gravity) on the hand of the user in
the captured image is calculated. A range image indicating a
range of the infrared image in the right-left direction (the
Z-axis direction in FIG. 9) is displayed, and an image indi-
cating the position of the hand is displayed at the calculated
position. Thus, the user can be caused to recognize at which
position in the depth direction (Z-axis direction) the hand of
the user is located.

[0173] The above-described guide indication is performed
prior to execution of the application described later. However,
the guide indication may be performed or may not be per-
formed, in accordance with a status of execution of informa-
tion processing performed by the portable electronic appara-
tus 1. For example, the guide indication may be performed
constantly during execution of the application described later,
or display/non-display of the guide indication may be
switched by an instruction made by the user. Alternatively, the
guide indication may be performed when the user makes an
instruction for execution of a program for performing the
guide indication. Still alternatively, the guide indication may
be performed only at the time of setting the portable elec-
tronic apparatus 1 or at the time of a tutorial for teaching the
user how to use the portable electronic apparatus 1.

[0174] In the above-described embodiment, as a prior
warning before it becomes impossible to recognize the hand
of'the user, when the hand of the user protrudes from the guide
frame image 22, the protruding part is displayed in a specific
form. Specifically, even when it is possible to recognize the
hand of the user from the infrared image captured by the
infrared camera 4, if the hand of the user protrudes from the
guide frame, a prior warning is issued to the user by display-
ing the protruding part from the guide frame image 22 in the
specific display form as described above. In this case, when it
actually becomes impossible to recognize the hand of the user
from the infrared image captured by the infrared camera 4,
another warning may be issued. For example, a second warn-
ing different from the above-described prior warning using
the guide frame image 22 may be issued by using a voice,
letters, an image, vibration, light, or the like. In addition, in
the case where a prior warning is issued by using the above-
described guide indication during execution of the applica-
tion described later, when it becomes impossible to recognize
the hand of the user from the infrared image captured by the
infrared camera 4, the application may be ended, or may be
temporarily stopped as described later, after the second warn-
ing is issued (or without issuing the second warning).
[0175] Inthe above-described embodiment, even while the
hand of the user is detected, if at least a part of the hand of the
user protrudes from the guide frame, a warning is issued to the
user. In another embodiment, a condition for issuing a warn-
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ing is not limited thereto. For example, in another embodi-
ment, on the basis of the image captured by the infrared
camera 4, it may be determined whether a predetermined
condition under which it becomes impossible to recognize a
gesture of the user is satisfied. If the predetermined condition
is satisfied, a warning may be issued. For example, the pre-
determined condition may be that the image captured by the
infrared camera 4 is too dark (or too bright), or may be that the
level of noise included in the image is equal to or higher than
apredetermined level. For example, if the average brightness
of the entire image is less than a predetermined value, a
warning may be issued, since it becomes impossible to iden-
tify a gesture of the user if the brightness decreases to be less
than the predetermined value.

[0176] The shape and the size of the guide frame are merely
an example, and a guide frame having any other shape and
size may be set and displayed as a guide frame image. In
addition, any image other than the guide image may be dis-
played. That is, any image may be displayed as long as the
image is such an image as to allow the user to recognize
whether an object (e.g., the hand of the user) included in the
imaging range of the infrared camera 4 is present at an appro-
priate position. For example, when the hand is present at an
appropriate position, a predetermined image may be dis-
played at the edge of the screen, and when the hand is not
present at the appropriate position (when the hand is within
the imaging range but outside an appropriate range), the pre-
determined image may be blinked.

[0177] (Application Control)

[0178] Next, control of an application based on an infrared
image captured by the infrared camera 4 in the portable elec-
tronic apparatus 1 will be described. FIG. 16 is a diagram
showing an example of a menu screen displayed on the dis-
play 2 of the portable electronic apparatus 1. FIG. 17 is a
diagram showing a state where an application B selected
through the menu screen has been activated.

[0179] As shown in FIG. 16, a list of applications that are
executable in the portable electronic apparatus 1 is displayed
in the menu screen. The portable electronic apparatus 1 may
be able to execute any application such as a game application
for performing a predetermined game, an application for
playing music or video, an application for making a phone
conversation, an application for capturing/displaying an
image, an application for sending/receiving an e-mail, a mes-
sage, or the like, a browser application for viewing a Web
page on the Internet, and an application for creating or editing
a document. In addition, the portable electronic apparatus 1
may be able to execute a program for setting the portable
electronic apparatus 1 through the menu screen.

[0180] The user selects an icon corresponding to a desired
application from among icons indicating a plurality of appli-
cations displayed in the menu screen. For example, the user
may be allowed to select an application by using an input
button, or may be allowed to select an application by perform-
ing a touch operation on the touch panel 3 with their finger or
a touch pen. In addition, the user may be allowed to select a
desired application from among the plurality of applications
displayed in the menu screen, by making a gesture at the right
side surface of the portable electronic apparatus 1.

[0181] For example, when the user moves their hand
toward the right side surface in a state where the application B
is selected as shown in FIG. 16, the application B is activated
as shown in FIG. 17. Specifically, the portable electronic
apparatus 1 analyzes an infrared image captured by the infra-
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red camera 4, and detects an object (e.g., the hand of the user).
When the object is detected, the portable electronic apparatus
1 activates the selected application B. Specifically, the CPU
of the control section 14 of the portable electronic apparatus
1 loads a program of the application B from an internal
storage unit (e.g., a nonvolatile memory, etc.) of the portable
electronic apparatus 1 into the RAM and starts executing the
program. Alternatively, the program of the application B may
be stored outside the portable electronic apparatus 1, and the
portable electronic apparatus 1 may acquire the program via
the communication section 15 and may load the program into
the RAM.

[0182] The condition for activating a selected application is
not limited to the portable electronic apparatus 1 detecting an
object, and, for example, may be that the portable electronic
apparatus 1 detects the hand of the user, may be that the
portable electronic apparatus 1 detects a predetermined ges-
ture of the user, may be that the right side surface of the
portable electronic apparatus 1 is held by the user, may be that
the portable electronic apparatus 1 detects a specific object,
may be that the distance between the portable electronic
apparatus 1 and the specific object becomes a predetermined
value, or may be that the object is moving at a speed higher
than a predetermined speed.

[0183] For example, by analyzing the infrared image cap-
tured by the infrared camera 4, the portable electronic appa-
ratus 1 is able to detect that the user holds the portable elec-
tronic apparatus 1 or is able to detect the distance between the
portable electronic apparatus 1 and the object. In addition, the
portable electronic apparatus 1 may identify a relative dis-
tance between the portable electronic apparatus 1 and the
specific object on the basis of the size of the specific object
included in the infrared image acquired from the infrared
camera 4. For example, the portable electronic apparatus 1
may determine that the portable electronic apparatus 1 is held
by the user, on the basis of brightness information on the
infrared image captured by the infrared camera 4, or may
calculate the distance between the portable electronic appa-
ratus 1 and the object. As the distance between the object and
the portable electronic apparatus 1 decreases, the brightness
of each pixel of the infrared image increases. Thus, the por-
table electronic apparatus 1 is able to determine that the
portable electronic apparatus 1 is held by the user, for
example, when the proportion of a region having a brightness
equal to or greater than a predetermined value in the captured
infrared image is equal to or greater than a predetermined
proportion.

[0184] On the basis of the brightness of the object included
in the infrared image, the portable electronic apparatus 1 is
able to calculate a relative distance to the object. On the basis
of a change in the relative distance, the portable electronic
apparatus 1 is able to calculate a speed of the object. On the
basis of the distance and the speed calculated thus, the por-
table electronic apparatus 1 may activate (start) the applica-
tion.

[0185] The activated application B is started when a prede-
termined condition is satisfied. For example, in the case
where the application B is a game application, a game is
started when the user makes a predetermined instruction (an
instruction using a button, a touch panel, a gesture, or the like)
for starting the game. Alternatively, the game may be started
when the portable electronic apparatus 1 detects the hand of
the user. In the case where the application B is a game using
a gesture, a condition for starting the game may be that the
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hand of the user is detected, since the game cannot be played
unless the hand of the user is not detected. Alternatively, the
game may be started when a predetermined time has elapsed
from activation of the application B.

[0186] FIG.181sadiagram showing an example ofa screen
immediately after the game of the activated application B is
started. As shown in FIG. 18, after the game is started, an
indication of a remaining time to end of the game and an
indication of a score obtained during the game are performed
on the display 2. The application B is, for example, a game
having an aim of scoring as many points as possible within a
predetermined time, and may be a game played by one user, a
game in which multiple players cooperate to score points
through bidirectional communication with other portable
electronic apparatuses 1 (or other apparatuses) using the com-
munication section 15, or a game in which multiple players
compete in score. For example, the application B is a game in
which a point is added when the user makes a gesture as per
an instruction displayed on the display 2. In such a game,
when the game is started after the application B is activated,
the image shown in FIG. 18 is displayed.

[0187]

FIG. 19 is a diagram showing an example of screen

transition during execution of the game. As shown in (A) of

FI1G. 19, at the time point when 30 seconds has elapsed from
the start of the game, the indication of the remaining time is
“307, and the score is “75”. In addition, an instruction to the
user is displayed on the screen, and the user makes a gesture
as per the instruction. As shown in (B) of FIG. 19, when 2
seconds has elapsed further, that is, 32 seconds has elapsed
from the start of the game, the indication of the remaining
time is “28”, and points are added by the user making the
gesture as per the instruction. As described above, in this
game, for example, instructions are displayed one after
another according to the rhythm of predetermined music, and
a point is added when a gesture is made as per the displayed
instruction.

[0188]
the user deviates from the imaging range of the infrared
camera 4 and cannot be detected by the infrared camera 4, the
game of the application B is temporarily stopped, and the
screen returns to the menu screen. For example, when a
predetermined waiting time has elapsed from the time when
the hand of the user is no longer detected, the screen switches
from the game screen of the application B to the menu screen.
At this time, the game is temporarily stopped internally, and
progress of the game is temporarily stopped. However, the
game being presently executed is not ended, and data regard-
ing execution of the game remains in the RAM. For example,
values indicating a status of the progress of the game (e.g., the
remaining time and the score) are stored in the RAM, and
increase in accordance with an elapsed time (or, a user’s
operation) during execution of the game. When the progress
of the game is stopped, increasing (or decreasing) the values
indicating the status of the progress is also stopped. In the
menu screen, the user is also allowed to select another desired
application.

[0189]
the user enters the imaging range of the infrared camera 4
again in a state where the application B is selected, the por-
table electronic apparatus 1 detects the hand of the user and
restarts the game of the application B. Specifically, the game
of the application B restarts from a state obtained when the
game is temporarily stopped. For example, if the game is
temporarily stopped when the remaining time is 28 seconds

Here, as shown in (C) of FIG. 19, when the hand of

Then, as shown in (D) of FIG. 19, when the hand of
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Aug. 11,2016

and the score is 80, the game is restarted from a state where
the remaining time is 28 seconds and the score is 80.

[0190] More specifically, the portable electronic apparatus
1 restarts the game of the application B immediately after
detecting the hand of the user (or, after a period shorter than
the above waiting time has elapsed). The portable electronic
apparatus 1 is able to control temporal stop/restart of the
application as intended by the user, by waiting for a predeter-
mined time when temporarily stopping the application, and
restarting the application immediately without waiting for a
predetermined time when restarting the application. That is,
regarding an application for which a gesture is made using a
hand, the user may unintentionally and momentarily move
their hand away from the imaging range of the infrared cam-
era 4. In such a case, if the application being presently
executed is temporarily stopped immediately, the application
is temporarily stopped against the user’s intention. However,
since the above waiting time is set when the application is
temporarily stopped, such temporary stop of the application
which is not intended by the user can be prevented. On the
other hand, when restarting the application from the menu
screen, the user intentionally enters their hand into the imag-
ing range of the infrared camera 4. Thus, when restarting the
application, the portable electronic apparatus 1 restarts the
application immediately without providing the above waiting
time.

[0191] Similarly as when temporarily stopping the applica-
tion, the portable electronic apparatus 1 may restart the appli-
cation after a predetermined waiting time has elapsed from
the time when the hand of the user is detected. In addition,
even when temporarily stopping the application or when
restarting the application, the portable electronic apparatus 1
may temporarily stop or restart the application immediately
without waiting for a predetermined time. Moreover, when
the application is temporarily stopped as shown in (C) of FIG.
19, if the application is not restarted even when a predeter-
mined time has elapsed, the portable electronic apparatus 1
may end the application. In this case, even when the user
enters their hand into the imaging range of the infrared cam-
era 4 again, the application is started from the beginning.
[0192] As described above, in the portable electronic appa-
ratus 1 according to the present embodiment, an interactive
application of which progress is controlled in accordance
with an input performed by the user is executed. Specifically,
the application progresses in accordance with a gesture input
performed in the side surface direction of the portable elec-
tronic apparatus 1. For example, as an example of the inter-
active application, a game is executed in which a right/wrong
determination with respect to a gesture input is performed,
and a point is added in accordance with a result of the right/
wrong determination. The application activates and starts
when the user puts their hand over the portable electronic
apparatus 1 in the side surface direction of the portable elec-
tronic apparatus for makes a gesture using their hand in the
side surface direction of the portable electronic apparatus 1.
In addition, when the user withdraws their hand therefrom in
the side surface direction of the portable electronic apparatus
1, the application being presently executed temporarily stops,
and the menu screenis displayed. In the menu screen, the user
is allowed to select another desired application. When the
user puts their hand over the portable electronic apparatus 1 in
the side surface direction of the portable electronic apparatus
1 in a state where the temporarily stopped application is
selected, the temporarily stopped application is restarted.
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[0193] In the above-described example, when the user
withdraws their hand during execution of the application, that
is, the hand of the user is no longer detected in the infrared
image captured by the infrared camera 4, the menu screen is
displayed. In another example, for example, when the user
moves their right hand toward the right side surface of the
portable electronic apparatus 1 (or moves their right hand
away therefrom) at a predetermined speed, the menu screen
may be displayed. In addition, when the user makes a prede-
termined gesture, the menu screen may be displayed. For
example, when the user makes a specific gesture, the appli-
cation being presently executed may be temporarily stopped,
and when the user moves their hand in this state, the menu
screen may be displayed.

[0194] FIG. 20 is a diagram showing an example of a ges-
ture for displaying the menu screen in another embodiment.
For example, as shown in FIG. 20, when the user makes a
gesture as if grasping an object in the right side surface
direction of the portable electronic apparatus 1, the applica-
tion being presently executed is temporarily stopped. When
the user moves their hand in the rightward direction in this

state, a part of the menu screen appears from the left edge of

the display 2 as if being pulled. Then, when the user further
moves their hand in the rightward direction, the entire screen
of the display 2 switches to the menu screen.

[0195] In the above description, when the user puts their
hand over the infrared camera 4, the application selected in
the menu screen is started (restarted). In another embodiment,
in order to prevent an erroneous operation, for example, the
selected application may be started when the user makes a
predetermined gesture or when the hand is moved at a prede-
termined speed. In addition, the selected application may be
started when the right side surface of the portable electronic
apparatus 1 is held by the user. In this case, whether the right
side surface of the portable electronic apparatus 1 is held by

the user may be determined, for example, on the basis of

brightness information on the image captured by the infrared
camera 4, or on the basis of a change in the brightness of the
image. In addition, the portable electronic apparatus 1 may
start (restart) the selected application when the portable elec-
tronic apparatus 1 detects the pulse of the user. For example,
the portable electronic apparatus 1 is able to detect the pulse
of the user on the basis of a change in the brightness of the
image captured by the infrared camera 4. An erroneous opera-
tion can be prevented by starting the application when the
pulse of the user is detected.

[0196] A condition regarding detection of an object may be
different between activation of the application and start of a
predetermined process in the application. In addition, a con-
dition regarding detection of an object may be different
between temporary stop of the application and end of the
application. For example, when a first condition regarding
detection of an object is satisfied, the application may be
activated, and when a second condition which is stricter than
the first condition is satisfied, the predetermined process in
the application may be started. In this case, when the first
condition is satisfied and the second condition is not satisfied,
the application is activated but the predetermined process in
the application is not started. In addition, for example, when
the first condition is satisfied, the application may be tempo-
rarily stopped, and when the second condition which is
stricter than the first condition is satisfied, the application may
be ended. In this case, when the first condition is satisfied and

Aug. 11,2016

the second condition is not satisfied, the application is tem-
porarily stopped but is not ended.

[0197] Forexample, when the portable electronic apparatus
1 detects an object, the application B is activated, and an
activation screen (initial screen) of the application B is dis-
played as shown in FIG. 17. The activation screen is a screen
before a predetermined process (game process) in the appli-
cation B is started. After the activation screen is displayed, for
example, when the portable electronic apparatus 1 detects the
hand of the user, the game process is started. Specifically,
when the portable electronic apparatus 1 detects some kind of
an object (some kind of an object regardless whether the
objectis a hand) in the infrared image captured by the infrared
camera 4, the activation screen of the application B is dis-
played. When the portable electronic apparatus 1 detects the
hand of the user in this state, the game starts. That is, as a
condition for the activation screen of the application B com-
ing up, the hand of the user does not needs to be detected, this
condition is that some kind of an object is detected, and a
condition for starting the game process in the application B is
that the hand of the user is detected. Even when the hand of
the user enters the imaging range of the infrared camera 4, if
the distance between the hand and the infrared camera 4 is too
small, the portable electronic apparatus 1 can recognize that
some kind of an object is present, but cannot recognize
whether the object is the hand of the user. In such a case, if the
activation screen of the application B does not come up and
the menu screen remains displayed, it becomes difficult for
the user to understand what operation needs to be performed
to activate the application B. Thus, even when the portable
electronic apparatus 1 cannot recognize the hand of the user
(the second condition is not satisfied), if the portable elec-
tronic apparatus 1 detects some kind of an object (the first
condition is satisfied), the portable electronic apparatus 1
causes the activation screen of the application B to come up.
However, since the game is a game using a gesture, the por-
table electronic apparatus 1 needs to recognize the hand of the
user in order to actually perform the game process. Therefore,
the hand of the user being recognized is set as a condition for
starting the game. As described above, the application may be
started when the first condition regarding detection of an
object is satisfied, and when the second condition which is
stricter than the first condition is satisfied after the application
is started, the predetermined process (game process) in the
application may be started.

[0198] Also when temporarily stopping and ending the
application, similarly, if the first condition regarding detec-
tion of an object is satisfied, the application may be tempo-
rarily stopped, and if the second condition which is stricter
than the first condition is satisfied after the application is
started, the application may be ended.

[0199] The application to be executed is not limited to the
above-described game. For example, a game may be executed
in which a predetermined game object is displayed and con-
trolled on the basis of motion of the hand of the user. For
example, the portable electronic apparatus 1 may control
movement of the game object on the basis of the position of an
image captured by the infrared camera 4 (e.g., the position of
the center of gravity of a region having a brightness equal to
or greater than a predetermined value).

[0200] In the above-described embodiment, when the por-
table electronic apparatus 1 no longer detects the hand of the
user during execution of the application, the portable elec-
tronic apparatus 1 temporarily stops the application and dis-
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plays the menu screen. In another embodiment, when the

portable electronic apparatus 1 no longer detects the hand of

the user during execution of the application, the application
may be temporarily stopped, and a screen for whether to end
the application may be displayed. When end of the applica-
tion is instructed by the user in this screen, the application
may be ended. In addition, even when there is no instruction
made by the user after the application is temporarily stopped,
if a predetermined time has elapsed, the application may be
ended.
[0201]
[0202] Next, an example of a specific process performed in
the portable electronic apparatus 1 will be described. First, a
process for performing the above-described guide indication
will be described in detail with reference to FIG. 21. FIG. 21
is a flowchart showing an example of the process for perform-
ing the guide indication. At predetermined timing (e.g., tim-
ing before an instruction is made by the user or the application
is started), (the CPU of) the control section 14 loads the
program stored in the storage unit into the RAM, and executes
the program, thereby performing the process shown in FIG.
21. The process shown in FIG. 21 is repeatedly performed at
a predetermined time interval (e.g., every Yo second).
[0203] AsshowninFIG. 21, in step S10, the control section
14 acquires an infrared image from the infrared camera 4.
Next, the control section 14 performs a hand detection pro-
cess of analyzing the infrared image acquired in step S10 and
detecting the hand of the user (step S11). As a result of the
hand detection process, if the hand has been detected (step
S12: YES), the control section 14 sets a guide frame fixed in
the acquired infrared image (step S13). Specifically, the con-
trol section 14 sets a guide frame which covers a central
region of the acquired infrared image and has a certain size.
[0204] Subsequently, the control section 14 generates a
contour image indicating the contour of the hand of the user
included in the acquired infrared image (step S14). Specifi-
cally, if a plurality of objects are present in the acquired
infrared image, the control section 14 extracts only an object
having the highest brightness and detects the contour of the
extracted object. Then, the control section 14 keeps the
detected contour and deletes pixel information on the part
other than the contour. Next, the control section 14 sets pixel
information on a part of the generated contour image that
protrudes from the guide frame which is set in step S13, to red
color (step S15). Subsequently, the control section 14 com-
bines a guide frame image indicating the guide frame which
is set in step S13, with the contour image (step S16). Then, the
control section 14 generates an image obtained by obliquely
viewing a composite image obtained by the combination, and
displays the generated image on the display 2 (step S17).
Specifically, for example, by performing the process for per-
forming the perspective display as described with reference to
F1G. 15, the control section 14 displays an image obtained by
rotating the composite image about the Y axis in FIG. 10 by a
predetermined angle, at the right edge of the display 2.
[0205] On the other hand, as a result of the hand detection
process in step S11, if the hand has not been detected (step
S12: NO), the control section 14 performs an error display on
the display 2 (step S18). For example, the control section 14
may display, on the display 2, letters indicating that the hand
has not been detected, and may notify the user that the hand
has not been detected, by a voice, vibration, or the like.
[0206] After the process in step S17 or step S18 is per-
formed, the control section 14 determines whether to end the
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process shown in FIG. 21 (step S19). For example, the pro-
cess shown in FIG. 21 may be ended in accordance with an
instruction made by the user, or in accordance with elapse of
apredetermined time. If the control section 14 determines not
to end the process shown in FIG. 21 (step S19: NO), the
control section 14 executes the process in step S10 again. If
the control section 14 determines to end the process shown in
FIG. 21 (step S19: YES), the control section 14 ends the
process shown in FIG. 21.

[0207] (Details of Menu Process)

[0208] Next, a process for displaying the above-described
menu screen will be described in detail with reference to FIG.
22. FI1G. 22 is a flowchart showing an example of the process
for displaying the menu screen. The process shown in FIG. 22
is performed by (the CPU of) the control section 14 executing
a program for performing a menu display. In addition, the
process shown in FIG. 22 is repeatedly performed at a prede-
termined time interval (e.g., every Yo second).

[0209] Asshownin FIG. 22, in step S20, the control section
14 displays the menu screen on the display 2. For example, the
control section 14 acquires a list of applications that are
presently executable in the portable electronic apparatus 1,
and displays icons indicating the respective applications, side
by side on the screen. The applications that are executable in
the portable electronic apparatus 1 may be, for example,
applications stored in an internal storage unit of the portable
electronic apparatus 1 or applications stored in an external
storage unit that is accessible from the portable electronic
apparatus 1.

[0210] Subsequent to step S20, the control section 14 per-
forms an application selection process (step S21). For
example, the control section 14 determines whether an icon
corresponding to an application has been selected (touched),
on the basis of a position detected by the touch panel 3. If the
control section 14 determines that the icon has been selected
by the user, the control section 14 selects the application
corresponding to the selected icon.

[0211] Next, the control section 14 acquires an infrared
image from the infrared camera 4 (step S22). Next, the control
section 14 performs a hand detection process of analyzing the
infrared image acquired in step S22 and detecting the hand of
the user (step S23). As a result of the hand detection process,
if the hand has been detected (step S24: YES), the control
section 14 determines whether any application has been
already selected (step S25). Specifically, the control section
14 determines whether any application has been already
selected by the user in step S21. If any application has been
already selected (step S25: YES), the control section 14 deter-
mines whether the selected application has been already acti-
vated (step S26). Specifically, if the application has been
already activated, since information on the application (a
program itself and other data) is stored in the RAM, the
control section 14 determines whether the application has
been already activated, on the basis of the information stored
in the RAM.

[0212] On the other hand, if, as a result of the hand detec-
tion process, the hand has not been detected (step S24: NO),
orifno application has been already selected (step S25: NO),
the control section 14 performs the process in step S20 again.
[0213] If the application has not been already activated
(step S26: NO), the control section 14 activates the applica-
tion selected in step S21. If the application has been already
activated (step S26: YES), the control section 14 restarts
execution of the selected application (step S28).
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[0214] After the process in step S27 or step S28, the control
section 14 ends the process shown in FI1G. 22.

[0215] (Details of Application Control Process)

[0216] Next, a process for controlling the above-described
application will be described in detail with reference to FIG.
23. F1G. 23 is a flowchart showing an example of an applica-
tion control process. The process shown in FIG. 23 is per-
formed, for example, when the user puts their hand over the
right side surface of the portable electronic apparatus 1 as
described above. In addition, the process shown in FIG. 23 is
repeatedly performed at a predetermined time interval (e.g.,
every Yo second).

[0217] Asshownin FIG. 23, in step S30, the control section
14 starts (or restarts) the application. Specifically, if the appli-
cation has not been activated (if the application program has
not been loaded into the RAM, or if initial setting for starting
the application has not been performed), the control section
14 starts the application in accordance with a predetermined
condition being satisfied (a predetermined time having
elapsed, or an instruction being made by the user) after acti-
vating the application. In addition, if the application has been
temporarily stopped (that is, if the application has been
already temporarily stopped and the menu screen has been
displayed after the application is started), the control section
14 restarts the application. Specifically, the control section 14
reads data for the application that is stored in the RAM, and
restarts the application from a state obtained when the appli-
cation is temporarily stopped in step S38 described later.
[0218] Subsequent to step S30, the control section 14
acquires an infrared image from the infrared camera 4 (step
S31). Next, the control section 14 performs a hand detection
process of analyzing the infrared image acquired in step S31
and detecting the hand of the user (step S32). As aresult of the
hand detection process, if the hand has been detected (step
S33: YES), the control section 14 performs a gesture identi-
fication process of identifying a gesture input performed by
the user (step S34). Specifically, the control section 14 iden-
tifies whether any gesture among a plurality of predetermined

gestures has been made, on the basis of the shape or motion of

the detected hand.

[0219] Subsequently, the control section 14 performs an
application process corresponding to the identified gesture
(step S35). For example, in the case where the game applica-
tion shown in FIG. 19 is executed, the control section 14
displays letters, an image, a character, or the like indicating an
instruction to the user, on the display 2, and determines
whether a gesture corresponding to the instruction has been
made. Then, the control section 14 displays a result of the
determination on the display 2. For example, if the control
section 14 determines that the gesture corresponding to the
instruction has been made, the control section 14 adds a point
to the score and displays the added score on the display 2. In
addition, the control section 14 measures an elapsed time
from the start of the application and displays the elapsed time
on the display 2. The application process in step S35 may be
performed on the basis of, for example, an operation per-
formed on the input button or the attitude of the portable
electronic apparatus 1 in addition to (or instead of) the gesture
input performed by the user.

[0220] Subsequent to step S35, the control section 14 deter-
mines whether to end the application (step S36). For example,
if a remaining time indicating the time to end of the applica-
tion has become “0”, the control section 14 determines to end
the application. In addition, for example, if an operation for
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ending the application (a button operation or an operation
performed through a gesture) has been performed by the user,
the control section 14 determines to end the application.
[0221] If the control section 14 does not determine to end
the application (step S36: NO), the control section 14 per-
forms the process in step S31 again. On the other hand, if the
control section 14 determines to end the application (step
836: YES), the control section 14 performs an application end
process (step S40) and ends the process shown in F1G. 23. For
example, as the application end process, the control section
14 releases an area in the RAM that is allocated for executing
the application program. Accordingly, values corresponding
to a status of progress of the application (e.g., the above-
described remaining time, the above-described score, etc.)
are cleared.

[0222] On the other hand, if the hand of the user has not
been detected in the hand detection process in step S32 (step
S33: NO), the control section 14 determines whether a pre-
determined waiting time has elapsed from the time when the
hand of the user is no longer detected (step S37). If the
predetermined waiting time has not elapsed from the time
when the hand of the user is no longer detected (step S37:
NO), the control section 14 performs the process in step S31
again. The predetermined waiting time may be different
depending on the type of the application, may be a fixed time,
or may be changed in accordance with a status of detection of
the hand.

[0223] Ifthe predetermined waiting time has elapsed from
the time when the hand of the user is no longer detected (step
S37: YES), the control section 14 temporarily stops the appli-
cation being presently executed (step S38). Specifically, the
control section 14 temporarily stops the application while
keeping the area in the RAM that is allocated for executing the
application. For example, if an image of the application has
been displayed on the display 2, the control section 14 stores
the image into the RAM. In addition, the control section 14
keeps the values corresponding to the status of the progress of
the application (e.g., the remaining time, the score, etc.).
[0224] Ifthe control section 14 temporarily stops the appli-
cation in step S38, the control section 14 calls the program for
performing the above-described menu process (step S39) and
ends the process shown in FIG. 23. Accordingly, the menu
process shown in FIG. 22 is performed.

[0225] The processes shown in the above-described flow-
charts are merely an example, and the order or contents of
each process may be changed as appropriate. In addition, the
above-described application is merely an example, and any
other application may be executed.

[0226] (Modifications)

[0227] The above-described embodiment is merely an
example, and, for example, the following modifications may
be made.

[0228] Forexample, the position of the infrared camera 4 is
not limited to the right side surface of the portable electronic
apparatus 1, the infrared camera 4 may be provided at any of
a left side surface (a T2 surface in FIG. 1), the upper side
surface (T4 surface), and a lower surface (13 surface), and a
gesture input may be performed by the user in any side sur-
face direction. In addition, the infrared camera 4 may be
provided at each of a plurality of side surfaces. For example,
in the case where the infrared camera 4 is provided at the left
side surface of the portable electronic apparatus 1, the above-
described guide indication (the contour image 21 and the
guide frame image 22) is displayed at the left side of the
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screen of the display 2. Moreover, the display position of the

guide indication may be different depending on the attitude of

the portable electronic apparatus 1. The portable electronic
apparatus 1 is able to detect the attitude of the portable elec-
tronic apparatus 1 itself with the attitude detection section 16,
and, for example, is able to detect by how many degrees the
portable electronic apparatus 1 has been rotated about an axis
perpendicular to the screen, with an angular velocity sensor or
an acceleration sensor. For example, normally, the portable
electronic apparatus 1 is held such that the infrared camera 4
is located at the right side as shown in FIG. 6A. However,
when the user holds the portable electronic apparatus 1 such
that the right and left thereof are inverted, the infrared camera
4 is located at the left side. In this case, the portable electronic
apparatus 1 is held with the right hand, and a gesture input is
performed with the left hand. In such a case, the guide indi-
cation is displayed at the left side of the display 2. Specifi-
cally, the guide indication made into perspective form is
displayed at the left side of the display 2 so as to be viewable
in a manner which is the same as that when the user directly
sees the left hand. That is, the guide indication is displayed on
the display screen of the display 2 and at the same side as the
side surface direction in which an image is captured by the
infrared camera 4.

[0229] In the above-described embodiment, the portable
electronic apparatus 1 provided with the display 2 is assumed
to perform the above-described processes. In another
embodiment, an image may be displayed on an external dis-
play. When the user holds a hand-held input device provided
with the infrared camera 4 and makes a gesture using their
hand in a side surface direction of the input device, an image
of the above-described guide indication, an image of the
application, the menu screen, or the like may be displayed on
a display device separate from the input device. An informa-
tion processing system may be constructed in which a hand-
held input device provided with the infrared camera 4, a
display device, and an information processing apparatus are
provided as separate equipment. In this case, for example, the

image of the above-described guide indication or the image of

the application is displayed on the display device, and the
process in the application is performed in the information
processing apparatus. For example, the information process-
ing apparatus acquires an image from the input device, rec-
ognizes a gesture on the basis of the image, and performs the
process in the application on the basis of a result of recogni-
tion of the gesture. In addition, the information processing
apparatus acquires an image from the input device and per-
forms the process for the above-described guide indication (a
process of rendering the contour image 21 and the guide
frame image 22 and making these images into perspective
form). Then, the information processing apparatus outputs
images resulting from the process in the application and the
process for the guide indication, to the display device. The
above-described processes may be executed such that the
above-described processes are divided and performed by the
plurality of these equipment. In addition, the portable elec-
tronic apparatus 1 may be caused to serve as a controller
which receives an input performed by the user. In this case, a
display may be provided or may not be provided to the por-
table electronic apparatus 1. In the case where the portable
electronic apparatus 1 serves as a controller, the portable
electronic apparatus 1 is connected to another information
processing apparatus wirelessly or via a wire. When an opera-
tion (an operation on an input button, an operation of moving

D
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the portable electronic apparatus 1 itself, or the above-de-
scribed gesture operation, etc.) is performed on the portable
electronic apparatus 1, operation data corresponding to the
operation is transmitted to the other information processing
apparatus. Upon reception of the operation data, the other
information processing apparatus performs a process corre-
sponding to the operation data. The process corresponding to
the operation data is different depending on the type of the
application to be executed.

[0230] The shape of the portable electronic apparatus 1
may be any shape. For example, the portable electronic appa-
ratus 1 (the display 2) may not be horizontally long, may be
vertically long, or may have a square shape.

[0231] In the above-described embodiment, the infrared
camera 4 is used. However, in another embodiment, instead of
the infrared camera 4, a camera capable of capturing an image
of visible light (an RGB image) may be used.

[0232] In the above-described embodiment, the example
where the portable electronic apparatus is held with one hand
and a gesture input is performed with the other hand with
respect to the portable electronic apparatus, has been
described. In another embodiment, the portable electronic
apparatus may be one that is to be fixed to an arm (body) of the
uset, such as a watch-type apparatus including a screen.
[0233] The shape of the portable electronic apparatus may
be any shape, and may be, for example, a plate-like elliptical
shape. For example, the electronic apparatus may be foldable.
[0234] While certain example systems, methods, devices
and apparatuses have been described herein, it is to be under-
stood that the appended claims are not to be limited to the
systems, methods, devices and apparatuses disclosed, but on
the contrary, are intended to cover various modifications and
equivalent arrangements included within the spirit and scope
of the appended claims.

What is claimed is:

1. A system comprising:

a camera configured to capture an image in a side surface

direction of the system; and

at least one processor configured to:

acquire an input image captured by the camera;

display an image obtained by inclining a subject indi-
cated by the acquired input image in a predetermined
direction, on a display device; and

perform a predetermined application process on the
basis of the acquired input image.

2. The system according to claim 1, wherein the processor
displays an image obtained by obliquely viewing the input
image, on the display device.

3. The system according to claim 1, wherein the processor
displays the image in such a form as to allow a user to
recognize relative positions of the camera and an object
included in an imaging range of the camera.

4. The system according to claim 1, wherein the processor
displays the image in such a form as to allow a user to
recognize a position, in a depth direction, of an object
included in an imaging range of the camera.

5. The system according to claim 1, wherein the processor
displays the image on the display device such that an image of
an object included in an imaging range of the camera, the
image of the object being displayed on the display device, is
viewable in a manner which is the same as that when a user
directly sees the object.

6. The system according to claim 1, wherein the processor
displays a guide image which allows a user to recognize
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whether an object included in an imaging range of the camera
is present at an appropriate position.

7. The system according to claim 1, wherein the processor
further displays, on the display device, a guide image indi-
cating a predetermined region in an imaging range of the
camera.

8. The system according to claim 7, wherein the processor
displays, on the display device, an image obtained by inclin-
ing the guide image and the input image in a predetermined
direction.

9. The system according to claim 1, wherein

the display device is provided to the system,

the camera captures an image in a side surface direction of

the display device, and

the processor displays the image on a display screen of the

display device and at an imaging direction side of the
camera.

10. The system according to claim 1, wherein the processor
displays the image obtained by inclining the subject indicated
by the acquired input image in the predetermined direction, as
well as an image showing a result of the predetermined appli-
cation process.

11. The system according to claim 1, wherein the processor
displays, on the display device, an image obtained by
abstracting an object included in an imaging range of the
camera.

12. The system according to claim 11, wherein the proces-
sor displays, on the display device, an image indicating a
contour of the object included in the imaging range of the
camera.

13. The system according to claim 1, wherein the processor
displays only a specific object among a plurality of objects
included in an imaging range of the camera, on the display
device.

14. The system according to claim 1, wherein

the processor is further configured to detect a hand of'a user

on the basis of the input image, and

the processor performs the application process on the basis

of a result of the detection.

15. The system according to claim 14, wherein the proces-
sor detects a gesture made by the user.

16. The system according to claim 1, wherein

the processor is further configured to determine whether at

least a part of an object included in the input image
protrudes from a predetermined region in an imaging
range of the camera, and

the processor displays an image corresponding to a result

of the determination, on the display device.

17. The system according to claim 1, wherein the processor
displays or hides the image in accordance with a status of
execution of the predetermined application process or a selec-
tion made by a user.

18. The system according to claim 1, wherein the system is
a hand-held electronic apparatus.
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19. The system according to claim 1, wherein the camera is
an infrared camera capable of receiving infrared light.
20. An electronic apparatus comprising:
an input device;
a camera configured to capture an image in a side surface
direction of the input device; and
at least one processor configured to:
acquire an input image captured by the camera;
display an image obtained by inclining a subject indi-
cated by the acquired input image in a predetermined
direction, on a display device; and
perform a predetermined application process on the
basis of the acquired input image.
21. A system comprising;
a camera; and
at least one processor configured to:
acquire an input image captured by the camera;
display the acquired input image on a display device;
set a fixed region which is smaller than an imaging range
of the camera and fixed to the imaging range;
display a region image indicating the fixed region, on the
display device;
determine whether at least a part of an object included in
the input image protrudes from the fixed region; and
control a display form of an image to be displayed on the
display device, on the basis of a result of the determi-
nation.
22. The system according to claim 21, wherein the camera
captures an image in a side surface direction of the system.
23. A system comprising;
a camera; and
at least one processor configured to:
acquire an input image captured by the camera;
detect a specific object included in the acquired input
image;
perform predetermined information processing if the
specific object has been detected;
determine whether a predetermined condition is satis-
fied, on the basis of the input image; and
issue awarning if it is determined that the predetermined
condition is satisfied when the specific object has
been detected, wherein
the processor performs the predetermined information pro-
cessing on the basis of the input image even if it is
determined that the predetermined condition is satisfied.
24. The system according to claim 23, wherein the proces-
sor is further configured to issue a second warning different
from the warning, if the specific object has not been detected.
25. The system according to claim 23, wherein the proces-
sor is further configured to stop the predetermined informa-
tion processing if the specific object has not been detected.
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